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Abstract: Non-covalent interactions play a prominent role in chemistry and biology. While a myriad of theoretical
methods have been devised to quantify and analyze intermolecular interactions, the theoretical toolbox for the
intramolecular analogues is much scarcer. Yet interactions within molecules govern fundamental phenomena
as illustrated by the energetic differences between structural isomers. Their accurate quantification is of utmost
importance. This paper gives an overview of the most common approaches able to probe intramolecular
interactions and stresses both their characteristics and limitations. We finally introduce our recent theoretical
approach, which represents the first step towards the development of an intramolecular version of Symmetry-
Adapted Perturbation Theory (SAPT).[1]
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Introduction

Non-covalent interactions occur be-
tween and within all molecules and dic-
tate a myriad of chemical processes.[2–4]
Interactions between molecules can be
probed experimentally using a diversity
of analytical methods such as infrared
spectroscopy,[5,6] nuclear magnetic reso-
nance,[7,8] molecular beam experiments,[9]
atomic force microscopy,[10] examina-
tion of structures by X-ray diffraction,[11]
single-molecule fluorescence,[12] etc.
Theoretical methods represent a highly
valuable alternative to either assist in the
interpretation of the experimental data or
as stand-alone investigation tools. Within
this perspective, the analysis and decom-
position of intermolecular interactions into
energy quantities has motivated the devel-
opment of a wealth of theoretical methods.
The best illustration is perhaps the original

Kitaura-Morokuma method[13] for energy
decomposition analysis (EDA) along with
its variants[14–21] exploiting localized[22–25]
or natural orbitals.[26–28] The linear-scaling
approaches, which also serve to decom-
pose the energy of a complex system into
a sum of physical terms, often rely on the
orbital localization onto individual frag-
ments.[29–33] In particular, LMP2[33] derives
dispersion energies between fragments
by decomposing the MP2 correlation en-
ergy. Other approaches rely upon differ-
ent energy partitioning, either based on
symmetry,[34] on the real-space electronic
density,[35–37] on density matrices[38] or
on the Hamiltonian itself.[39,40] Finally,
intermolecular interaction energies can
also be obtained readily from the proper-
ties of the monomers themselves by using
perturbation theory.[41,42] As an example,
Symmetry-Adapted Perturbation Theory
(SAPT) is one of the most popular EDA
as it leads to a natural definition of electro-
static, exchange, induction and dispersion
effects[42] and to accurate total interaction
energies.[43–46] The theoretical analysis of
intermolecular interactions is thus largely
documented and has become very efficient
and accurate thanks to recent implementa-
tion and algorithms.[47–51]

In sharp contrast, there exists only a
limited amount of approaches for prob-
ing non-covalent interactions within mol-
ecules.Yet these interactions are omnipres-

ent and govern fundamental phenomena
such as the energetic differences between
structural isomers,[52] the conformational
preference through the anomeric effect,[53]
the gauche effect,[54] steric interactions,
hyperconjugation,[55] but they are also de-
terminant for the regulation of enzymatic
activity[56] and material properties.[57,58]
The accurate quantification and analysis of
non-covalent intramolecular interactions
is as crucial as that of the intermolecular
cases. The present account provides an
overview of the approaches able to deliver
some information regarding these much
more subtle intramolecular interactions.
The next section comments on the experi-
mental measurements associated with the
characterization of these interactions and
is followed by a description of the existing
theoretical methods relevant to the corre-
sponding analyses. We finally introduce
the philosophy behind our recent theo-
retical approach, which represents the first
step towards the development of an intra-
molecular version of Symmetry-Adapted
Perturbation Theory (SAPT).[1]

Experimental Characterization

The examination of experimental struc-
tural data provides the first set of hints to
detect a non-covalent intramolecular in-
teraction through the identification of re-
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jugation interaction between SLOs defined
on different fragments. The energetic dif-
ference between the variationally opti-
mized delocalized orbitals state and the
SLOs charge-localized state corresponds to
the intramolecular charge transfer and hy-
perconjugation energies.[76,84,85] Moreover,
the effect of electronic delocalization be-
tween fragments on the geometry is ac-
cessible through geometry optimization of
the SLOs state.[86,87] SLOs-based methods
do not yet allow for noncovalent intramo-
lecular EDA, however they specifically
probe intramolecular processes involving
the electronic delocalization between frag-
ments and can thus effectively assess the
energy contribution associated with hyper-
conjugation and resonance.[24,88–91]

The Natural Bonding Orbitals (NBO)
method does not rely on the variational op-
timization of a charge-localized wavefunc-
tion, but on an analysis of the canonical
wavefunction.[28] For this purpose, NBO
are obtained by diagonalization of blocks
of the density matrix corresponding to at-
oms or bonds. The specific process to ob-
tain NBO ensures that they are localized
and orthogonal. By construction, NBO are
divided into bonding orbitals representing
an idealized Lewis structure, and antibond-
ing orbitals representing the deviation of
the wavefunction from this ideal Lewis
structure. The most straightforward infor-
mation resulting from an NBO analysis is
qualitative: the identification of donating
and accepting orbitals within a molecule
and of the amount of the charge transferred.
The most important hyperconjugative in-
teractions are identified, and their strength
confirmed by energetic information. NBO
offers two ways to probe the stabilizing en-
ergy contribution associatedwith a specific
hyperconjugation or charge transfer inter-
action. The first and simplest approach is
to approximate the exact value by pertur-
bation theory,[28] the second optimizes the
orbitals with the interaction of interest de-
leted from the Fock matrix. The difference
between the initial and the final energies
corresponds to the delocalization energy
upon charge transfer from one orbital to
the other and includes orbital relaxation
effects. Finally, NBO also assess exchange
effects, which are interpreted as steric
interactions, by computing the energetic
effect of the NBO orthogonalization.[92]
In summary, the NBO method, which is
widely applicable[28,93–98] gives access to
energetic values associated with specific
donor–acceptor interactions, quantifies
the amount of charge transferred and char-
acterizes the steric contributions through
exchange interaction.

Linear-scaling fragment approaches
were originally devised to partition a com-
plex molecular system into smaller subsys-
tems to allow for the accurate andmore effi-

duced bond distances or characteristic ori-
entation of functional groups.[59]X-ray dif-
fraction,[60] electron diffraction,[61] NMR[7]

or microwave spectroscopy,[62–64] etc. can
deliver such information. Alternatively,
IR[65] and Raman[66] spectroscopies are
highly valuable tools to reveal the pres-
ence of structural features and functional
groups. In addition, the comparisons of vi-
brational frequencies give an indication of
the relative strengths of an intramolecular
interaction in a given class of molecules.
As an example, Thomsen et al.[65] conclud-
ed, based on IR spectroscopy techniques,
that 3-aminopropanol exhibits a stronger
intramolecular hydrogen bond than 2-ami-
noethanol.

From a more quantitative perspective,
the most appropriate approach for assess-
ing the relative strength of intramolecular
interactions is to extract energetic quanti-
ties from the experimental data. Despite
the difficulty connected with isolating one
given intramolecular interaction within a
molecule, indirect information can be ex-
tracted from the relative energies of con-
formational and structural isomers. The
value associated with specific noncovalent
intramolecular interactions can be unrav-
eled by careful examination of the energy
trends within series of molecules structur-
ally similar,[67] or by designing specific
reactions balancing all but the interest-
ing energy effects.[68] More direct insight
is sometimes possible providing that two
conformations of the same molecule are
accessible: one with the intramolecular
interaction (the ‘interacting’ conforma-
tion) and one where the intramolecular
interaction is absent (the ‘reference’ con-
formation). Measurements of ionization
potentials[70,71] give access to the energy
difference between the interacting and ref-
erence conformations and provide a close
estimate of the intramolecular interaction
energy. Estimates of conformer free energy
difference are also available from the in-
terplay between computation and relative
intensities of vibrational bands in Raman
and IR experimental spectra[66] or through
the measurement of NMR coupling con-
stants.[69]

While experiment can deliver some en-
ergy quantities, the direct connection with
a single intramolecular interaction remains
subtle. Even in the ideal case where inter-
acting and reference conformations exist,
the intramolecular interaction of interest is
not the only one to play a role in the mea-
sured energy difference.

Localized Orbitals Methods

The theoretical probing of intramolec-
ular interactions relies upon well-defined
fragments within a molecule. Using the

Born-Oppenheimer approximation, the
nuclei are treated classically and are easy
to partition. Electrons are described quan-
tum mechanically as an ensemble of in-
distinguishable and delocalized particles,
and their repartition on to the molecular
fragments may be achieved through the lo-
calization of orbitals. Most common local-
ization schemes operate by rotation of the
occupied orbitals to maximize or minimize
a predefined localization function such
as those of Pipek-Mezey,[70] Boys[71] and
Edmiston-Ruedenberg.[72] The resulting
localized orbitals have their major contri-
butions on a few atomic centers with gener-
ally numerous small contributions arising
from all the other basis functions. These
small contributions are termed ‘orthogo-
nalization tails’ as they ensure that local-
ized orbitals remain orthogonal. To relax
the orthogonality constraint and eliminate
the orthogonalization tails, the orbitals ϕ

ix
can be expressed only using basis func-
tions χ from a few atomic centers.

(1)ix ix
x
C=

∈
∑

where x is a fragment, usually an ensem-
ble of atoms. The equations first derived
by Stoll[73] realize the variational optimi-
zation of orbitals ϕ

ix
. Later, Gianinetti et

al. derived similar equations under matrix
form,[74,75] and Nagata et al. published
a variant of these equations as well.[76]
This may be the reason why such local-
ized orbitals have appeared in the litera-
ture under various terminologies such as
Locally Projected Self-Consistent Field
for Molecular Interactions (LP-SCF
MI),[75,76] Extremely Localized Molecular
Orbitals (ELMO),[77] Block-Localized
Wavefunction (BLW),[22,78] Absolutely
Localized Molecular Orbitals (ALMO)[79]
or Non-Orthogonal Localized Molecular
Orbitals (NOLMO).[80] Strictly-Localized
Molecular Orbitals (SLMO)[81] are simi-
lar in spirit but were originally devised
for semi-empirical methods[82] and are
expressed in terms of a few atomic hy-
brid functions.[83] Except for SLMO, all
the mentioned methods rely on the same
orbitals, denoted here Strictly Localized
Orbitals (SLOs), and hence have the same
way of probing intramolecular interac-
tions. The SLO wavefunction Ψ is defined
by:

(2)
ˆ

ix
ix

A ϕ
⎧ ⎫

Ψ = ⎨ ⎬
⎩ ⎭
∏

where Â is the antisymmetrizer operating
on the product of SLOs. The wavefunction
Ψ lacks any charge transfer or hypercon-
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is computationally demanding, and the in-
tegration necessary to the computations of
the energetic terms is evenmore expensive.
A cheapest partitioning of the system can
be achieved through the Hilbert space, i.e.
the space of basis functions. The Chemical
Hamiltonian Approach (CHA) exploits
such a partitioning.[39] CHA operates only
on basis functions, which can easily be at-
tributed to an atom, usually atom-centered
basis functions. CHA possesses a unique
particularity among energy decomposition
schemes since it relies on an asymmetric
interpretation of electronic integrals. For a
simple one-electron integral

(4)X̂Vν µχ χ

the potential V
X
from atom X acts on the

electron in basis function χµ. The resulting
function represents the physical interac-
tion of the electron with the potential, and
is then projected on the basis function χν.
Similarly, for all electronic integrals the
ket is considered to contain the physical
part of the interaction with an operator,
whereas the bra is only the projection of
this interaction on the basis set. Each en-
ergetic term can thus be attributed to intra-
or interatomic energies depending on the
atomic centers present in the relevant in-
tegral. The non-unique attribution of some
of the terms gives rise to different energy
decomposition schemes.[40,115–118] These
schemes differ by the attribution of the
kinetic energy to the intra- or interatomic
terms and on the way to handle the bra of
the integrals when it is centered on a differ-
ent fragment than the physical interaction.

Careful reconsiderations of the differ-
ent variants by Mayer recently resulted in
an improved Chemical Energy Component
Analysis (CECA).[40] Improved CECA
yields bond energies close to thermody-
namic quantities and correct distance de-
pendencies. Within this framework the
energetic terms are obtained from the
decomposition of the final energy of the
entire system, which is applicable to both
covalent and noncovalent intramolecular
interactions. CHA can thus quantify non-
covalent intramolecular interactions, but
the physical analysis is currently limited to
the electrostatics and exchange terms.[116]

Perturbational Method:
Intramolecular SAPT

Intuitively, and in analogy with the
intermolecular situations, non-covalent
intramolecular interaction energies are
defined as the difference between the en-
ergy of the interacting and non-interact-
ing systems. The main issue is that the

cientcomputationofglobalproperties.[29–33]
Fragmentation schemes describe the indi-
vidual fragments using standard quantum
chemistry methods and approximate the
interaction between fragments in differ-
ent ways. The Configuration Analysis for
Fragment Interaction (CAFI)[30] relaxes
the fragment orbitals in a controlled man-
ner based on the Fragment Molecular
Orbital (FMO)[32] approach to isolate
polarization and charge transfer terms.
Further decomposition of the interfrag-
ment energy results in the Pair Interaction
EDA (PIEDA) method,[99] which leads to
electrostatics, exchange, charge transfer
and dispersion contributions. Similarly,
within the systematic fragmentation meth-
od,[100] nonbonded interactions are repre-
sented as a sum of electrostatics, induc-
tion and dispersion terms,[31] all computed
from fragment properties. The Local MP2
method[33] decomposes the total MP2 cor-
relation energy in a pairwise fashion and is
thus able to extract dispersion interactions
between fragments, although it was origi-
nally designed to describe intermolecular
fragments and not intramolecular interac-
tions. Note finally that the XPol fragmen-
tation[101,102] method has been combined
with selected terms from intermolecular
perturbation theory such as exchange and
dispersion,[103] and with grand canonical
DFT to obtain charge transfer contribu-
tions.[104] The XPol fragmentation scheme
is however not directly applicable to intra-
molecular interactions.

Approaches based on fragmentation
are ambivalent since they provide a physi-
cal analysis of the intramolecular interac-
tion, but at the same time perturb the inter-
action analyzed through the fragmentation
process itself. The approximations associ-
ated with the treatment of the interfrag-
ment covalent bonds affect significantly
the electronic structure of the whole sys-
tem, especially for small molecules.

Alternative Space Partitioning

All theoretical methods mentioned
above employ an orbital-based partitioning
of the system. Alternative criteria can be
used to identify the molecular fragments
and obtain the energetic values associated
with their interaction. The most intuitive
partitioning scheme may be the definition
of atoms in real space represented by the
Quantum Theory of Atoms in Molecules
(QTAIM) of Bader.[105] A QTAIM atom is
defined by the region of space where the
electronic density gradient leads to the
same nucleus (Fig. 1).

QTAIM partitions a molecule into
well-defined, non-overlapping atoms, be-
tween which interactions can be computed
through the Interacting Quantum Atom

(IQA) methodology.[36,110,111] IQA parti-
tions the first-order and diagonal second-
order density matrices over the atomic ba-
sins, and computes the associated intra- and
interatomic energetic contributions.[110]
In the chosen partitioning of the first-order
density matrix, the kinetic energy is an in-
traatomic quantity. The electron–nucleus
attractionV

en
is considered as intra- or inter-

atomic, depending onwhether the involved
electron density and nucleus belong to the
same atom or not. The electron-electron
repulsion V

ee
is a more complex quantity

involving the partitioning of the diagonal
second-order density matrix ρ(1,2), which
depends on the coordinates of two elec-
trons. ρ(1,2) is considered as intraatomic
when the two electrons belong to the same
atomic basin and interatomic otherwise.
IQA further partitions ρ(1,2) into a clas-
sical, an exchange and a correlation term.
As a result:

(3)V V V Vee
AB

C
AB

X
AB

corr
AB= + +

where V
ee
AB is the total electron–electron

repulsion between atoms A and B, V
C
AB

is the Coulomb part of the repulsion,
V

X
AB is the exchange and V

corr
AB the cor-

relation. The IQA analysis is applicable to
any real-space partitioning of a molecule
into atomic fragments,[36] including those
resulting in overlapping atoms such as the
Hirshfeld population.[112] IQA can analyze
both covalent and noncovalent interactions
for any type of wavefunction, as shown for
bonding in transition metal carbonyls,[111]
halogen bonds[113] or complexes of alka-
line metals.[114]

The real-space partitioning into atoms

N

C
H

Fig. 1. Example of electronic density gradient
paths (in light blue) in the CH3NH2 molecule
computed with B3LYP[106,107]/6-31G*.[108,109]

Electronic density contours are plotted in green
and surfaces separating QTAIM atoms are in
orange.
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non-interacting system is not physically
achievable: two intramolecular fragments
cannot stop interacting without dramati-
cally altering their configuration within
the molecule. Consequently, all theoretical
methods introduced so far probe intramo-
lecular interactions in an indirect or lim-
ited manner. The SLOs only annihilate the
intramolecular delocalization (i.e. charge
transfer) but not the full interaction. NBO
analysis probes similar effects through
a different formalism and provides some
information on the steric interactions, but
the subsystems are still able to interact.
Fragment methods give access to the full
interaction energy but their analysis is pre-
cluded by the perturbation of the molecu-
lar electronic structure resulting from the
approximation of interfragment covalent
bonds. Finally, wavefunction-based analy-
sis such as IQA and CHA yield physically
meaningful energies and decompositions
but they exclude the wavefunction relax-
ation effects occurring upon intramolecu-
lar interaction. We here present our efforts
towards a theoretical method featuring a
non-interacting state closer to our intuitive
definition of intramolecular interactions.

The ideal method for computing in-
tramolecular interaction energies would
fulfill the following conditions: i) having
a reference state excluding completely the
intramolecular interaction of interest; ii)
preserving the molecular structure by con-
serving all bonds; iii) naturally decompos-
ing the interaction energy into physically
meaningful terms; iv) being accurate. From
the perspective of intermolecular interac-
tions, Symmetry-Adapted Perturbation
Theory (SAPT) fulfills all four criteria
and is hence a well-suited starting point.
We consider the development of an in-
tramolecular variant of SAPT as a highly
challenging task of fundamental impor-
tance, with a potential to truly transform
our understanding and quantification of
non-bonded intramolecular interactions.
The primary challenge is the derivation of
a proper reference state to be used in the
perturbation expansion. Note however that
once the reference state is obtained, the to-
tal intramolecular interaction energies can
already be estimated without the corre-
sponding perturbation expansion by simple
comparison of the energy of the reference
non-interacting state with the energy of
the interacting state. The non-interacting
reference state briefly introduced here cor-
responds to the zeroth-order wavefunction
Ψ(0) on which the future perturbation ex-
pansion will be based. More mathematical
details are available in the corresponding
publication.[1]

In our proposed scheme, the system
of interest is divided into three molecular
fragments denotedA, B and C. The nonco-
valent interaction between A and B must

be eliminated before optimizing the wave-
function, whereas fragment C is linked
covalently to both A and B. The distribu-
tion of electrons amongst the fragments is
performed through the use of strictly local-
ized orbitals on each fragment. Once the
individual fragments are unambiguously
defined, the total energy is partitioned to
deliver the intramolecular interactions
between fragments A and B. For this pur-
pose, one uses the CHA approach and its
improved CECA energy decomposition.
The improved CECA was modified to en-
able the optimization of the zeroth-order
energy E(0), excluding any interaction be-
tween fragments A and B.[1]

Our validation of Ψ(0) on propane de-
rivatives indicates that the computed in-
tramolecular interaction energies are of
the correct order of magnitude, and lead
to chemically intuitive substituent effects.
Similarly, the interaction energy associ-
ated with the intramolecular hydrogen
bond in pentane-2,4-diol was found to be
attractive and in the range of analogue in-
termolecular examples. The approach was
also demonstrated to be effective at various
non-equilibrium geometries.[1]

As an alternative example, Fig. 2 gives
the intramolecular interaction energies
for the hydrogen bonds in the most stable
conformations of 2-aminoethanol and
3-aminopropanol.[65] The intramolecular
interaction energy was computed with the
6-31G*,[108,109] aug-cc-pVDZ and aug-cc-
pVTZ[119,120] basis sets, with the OH and
NH

2
functional groups as interacting frag-

ments.
Based on experimental IR spectra,

Thomsen et al.[65] concluded that the hydro-
gen bond in 3-aminopropanol was stron-
ger than in 2-aminoethanol. Our computed
intramolecular interaction energies are in
full agreement (see Fig. 2) with their con-
clusions. Note however that the computed
energies are expected to deteriorate when
using large and diffuse basis sets like aug-
cc-pVTZ due to the loss of fragment char-
acter.[1] Overall, our proposed Ψ(0) yields
reasonable energetic trends for a variety of
intramolecular interactions and geometries
and is hence relevant to the development of

intramolecular SAPT. The future applica-
tion of a perturbation expansion on top of
Ψ(0) will give access to the decomposition
of the intramolecular interaction energy
into physically meaningful terms such as
exchange, electrostatics and dispersion
and open the door to the accurate quantifi-
cation and analysis of all types of noncova-
lent intramolecular interactions.

Conclusion

Non-covalent intramolecular interac-
tions are omnipresent and responsible for
many fundamental chemical phenomena.
Yet methods to probe and characterize
their nature are very scarce compared to
the numerous approaches devised for the
analysis of intermolecular interactions.
Few approaches based on strict orbital
localizations or natural bond orbitals can
provide some information regarding the
intramolecular charge transfer or the ste-
ric interaction. Fragment methods yield
physically meaningful energy quantities
at the expense of perturbing the molecular
electronic structure.

The IQA and CHA methods decom-
pose a converged energy by attributing
the terms of the Hamiltonian to intra- or
interatomic contributions, hence neglect
the wavefunction relaxation effects upon
interaction.

The current limitations prompted our
recent efforts put in the derivation of a
correct zeroth-order wavefunction Ψ(0) for
intramolecular SAPT. Our proposed Ψ(0)

is optimized excluding any interaction be-
tween the two fragments of interest. Our
zeroth-order wavefunction and energy ex-
pression yield unprecedented qualitative
and quantitative information in line with
our chemical intuition of intramolecular
interactions. This primary step is funda-
mental to the development of intramolecu-
lar SAPT. Future prospects will include the
derivation of the perturbation expansion
and the decomposition of the intramo-
lecular interaction energy into physically
meaningful terms, including intramolecu-
lar dispersion.

ΔE=-6.1ΔE=-3.86-31G*

ΔE=-4.4ΔE=-2.9aug-cc-pVDZ

ΔE=-2.1ΔE=-1.8aug-cc-pVTZ

ΔE in kcal/mol

Fig. 2. Intramolecular
interaction energies
for the hydrogen
bond in 2-amino-
ethanol (left column)
and 3-aminopropanol
(right column).
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